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Abstract 

Calibration is posited to play a key role in the development and maintenance of trust and distrust, but 
current literature gives little clear direction on exactly how this calibration might occur. This paper 
proposes a preliminary model of trust calibration and explores the process in detail. More 
specifically, trust calibration is initiated when mismatches occur between one’s expectations about 
the outcome of a trust decision in comparison to the actual outcome. At this point, sensemaking or an 
attempt to understand the violation occurs, after which responsibility for the violation is assigned. 
When another person is seen as culpable, an assessment of intentionality is undertaken, in which the 
motives of the trustee are assessed. Seeing a trustee as both responsible and as having malevolent 
intention sets the stage for distrust, whereas viewing this person as responsible but not malevolent 
simply lessens existing trust. Other factors that impact on trust calibration processes are also 
considered. 

Résumé 

On postule que l’évaluation joue un rôle clé dans le développement et le maintien de la confiance et 
de la méfiance, mais la littérature actuelle donne peu d’indications claires sur la façon dont se fait 
cette évaluation. Cette étude propose un modèle préliminaire d’évaluation de la confiance et examine 
le processus en détail. L’évaluation de la confiance s’amorce plus précisément lorsque les attentes par 
rapport à une décision de faire acte de confiance ne concordent pas avec le résultat réel de cette 
décision. C’est alors qu’intervient la recherche de sens ou l’effort visant à comprendre le bris de 
confiance, suivi de l’attribution de la responsabilité de cette violation. Lorsqu’un coupable est 
désigné, une évaluation de l’intentionnalité est entreprise, laquelle comprend une évaluation des 
motifs du dépositaire de la confiance. Si cette personne est considérée à la fois comme responsable et 
comme habitée de mauvaises intentions, la méfiance s’installe, tandis que si elle est jugée responsable 
mais dénuée de mauvaises intentions, la confiance diminue tout simplement. D’autre facteurs influant 
sur l’évaluation de la confiance sont également étudiés. 
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Executive Summary 

Although calibration is posited to play a key role in the development and maintenance of trust and 
distrust, current literature gives little clear direction on exactly how this calibration might occur. This 
paper proposes a preliminary model of trust calibration and explores the process in detail with respect 
to both a violation involving a previously trusted person (positive summary judgement) and a 
previously distrusted person (negative summary judgement). Trust calibration is initiated when 
mismatches occur between one’s expectations about the outcome of a trust decision in comparison to 
the actual outcome of the trust decision. With little mismatch, the pre-existing view of the trustee will 
be relatively unaltered. However, when larger mismatches occur, individuals are likely to initiate 
sensemaking processes, in which they attempt to understand why the violation occurred. This 
sensemaking also includes the assignment of responsibility for the violation. When one accepts 
responsibility for the violation (rather than blaming the trustee), this is likely to initiate changes in 
one’s own approach to trust issues. When the trustee is seen as culpable, an assessment of 
intentionality is undertaken, in which the motives of the trustee are assessed. Seeing a trustee as both 
responsible and as having malevolent intention sets the stage for distrust, whereas viewing this person 
as responsible but not malevolent simply lessens existing trust. Other factors that impact on trust 
calibration processes are also considered. 

Sommaire 

Même si l’on postule que l’évaluation joue un rôle clé dans le développement et le maintien de la 
confiance et de la méfiance, la littérature actuelle donne peu d’indications claires sur la façon dont se 
fait cette évaluation. Cette étude propose un modèle préliminaire d’évaluation de la confiance et 
examine le processus en détail par rapport à une violation mettant en cause une personne à qui l’on 
faisait auparavant confiance (jugement sommaire positif) et une personne dont on se méfiait 
auparavant (jugement sommaire négatif). L’évaluation de la confiance s’amorce lorsque les attentes 
par rapport à une décision de faire acte de confiance ne concordent pas avec le résultat réel de cette 
décision. Si le décalage est mince, la vision antérieure du dépositaire de la confiance demeurera 
sensiblement la même. Mais s’il est plus important, il est probable que s’enclenche un processus de 
recherche de sens visant à comprendre le pourquoi de la violation et à lui attribuer un responsable. 
Lorsque la personne qui fait confiance accepte la responsabilité de la violation (plutôt que de jeter le 
blâme sur le dépositaire de sa confiance), elle a de fortes chances de modifier son approche à l’égard 
de la confiance. Lorsqu’un coupable est désigné, une évaluation de l’intentionnalité est entreprise, 
laquelle comprend une évaluation des motifs du dépositaire de la confiance. Si cette personne est 
considérée à la fois comme responsable et comme habitée de mauvaises intentions, la méfiance 
s’installe, tandis que si elle est jugée responsable mais dénuée de mauvaises intentions, la confiance 
diminue tout simplement. D’autre facteurs influant sur l’évaluation de la confiance sont également 
étudiés. 
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1. Calibration of Trust and Distrust 

The purpose of this short paper is to describe the process by which trust and distrust are calibrated. 
The issue of trust calibration plays a key role in our developing work on trust and distrust in small 
military teams (Adams and Webb, 2003; Adams and Sartori, 2005). We argue that people learn from 
their trust-related experiences and actively alter their judgements of the trustworthiness of others 
through calibration, typically in response to trust violations. The process of calibration is important in 
trust development in general, but is particularly important for clarifying how distrust develops over 
time. However, existing literature provides very little specific description of exactly how trust 
calibration might occur.  

The purpose of this paper is to explore the concept of trust calibration in more detail. Unfortunately, 
although many trust theorists have discussed the issue of calibration (e.g. Mayer, Davis and 
Schoorman, 1995), there has been very little direct coverage of it in the literature. As such, although 
guided as much as possible by the available literature, these ideas are speculative and in need of 
validation.  

The term “calibration” (Webster’s Dictionary) has been defined as:  

“The act of checking or adjusting (by comparison with a standard) the accuracy of a 
measuring instrument; (e.g. "the thermometer needed calibration").” 

This definition is in keeping with informal usage of the term “calibration”, which assumes some sort 
of adjustment to an existing standard. For example, this term is frequently employed in industrial 
applications, where the performance of one system can be compared to and then calibrated with the 
performance of another.  

In the psychology literature, the term “calibration” is used in several different contexts. One usage of 
the term also involves the comparison to an objective standard. In the behavioural decision making 
literature, for example, Weber and Brewer (2003) suggest that  

“…calibration refers to the extent to which participants’ judgements of confidence in their 
decisions (made on the percentile scale) correspond with the actual probability that their 
decision was correct”.  

In this work, the term “calibration” refers to the match between participants’ confidence and actual 
judgement accuracy. A better match suggests that one’s judgement processes are better calibrated to 
the optimal decision. In other behavioural decision making research, calibration is defined as the 
extent to which expected probability equals observed probability in the long run (Winkler and 
Murphy, 1968; cited in Lichtenstein, Fischhoff, and Phillips, 1982). 

Our proposed model of trust and distrust calibration (see Figure 1), however, depicts the trust 
calibration process as somewhat more complex than simply a comparison to an existing standard. 
Although trust calibration processes can be either discrete or continuous, the following flow chart 
depicts it with respect to a discrete violation.  

 



 

Humansystems® Incorporated Calibration of Trust and Distrust   2 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 1.  The Process of Trust Calibration 
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Figure 1 depicts the process of calibration after a trust violation which begins with a summary or 
baseline judgement (Level 0).1 Summary judgements about a given person represent the logical 
culmination of many different judgements about trustworthiness in many different domains. Further, 
this summary judgement may not be wholly internally consistent and may contain both elements of 
trust as well as distrust. However, this global summary judgement is the best compromise of all the 
available information that speaks to either trustworthiness or distrustworthiness.  

This flow chart also assumes (see Level 1) that some sort of decision to either trust or distrust needs to 
be made. As indicated in previous work (Adams and Webb, 2003), this decision is influenced by the 
need to trust, as well as by the perceived level of risk (e.g. cost and benefit analysis) within the 
situation.  

Level 2 shows two factors that influence the early stage of calibration. Specifically, at this stage, there 
is an actual result of the trust decision.2 One’s decision to put faith in another teammate is either 
rewarded or invalidated. This outcome stands against one’s expectations about the decision to place 
trust in another person. Of course, expectations about the trustworthiness or distrustworthiness of 
another teammate stem from the overall summary judgement. Once the outcome of the decision is 
known, the trustor (or distruster) will compare the expected outcome to the actual outcome, and will 
make a decision about how well they match.  

Level 3 shows the comparison between the expected outcome and the actual outcome. When there is a 
match between actual and expected outcomes, calibration may not be necessary. For example, when 
positive expectations have been confirmed, trust may increase or be relatively unaffected. Similarly, 
when one has a pre-existing negative summary judgement that is confirmed, this may promote some 
increase in distrust, or may simply be incorporated into the summary view with little change in one’s 
negative expectations. As Level 3 suggests, a calibration process may be initiated when one notes a 
mismatch between one’s current view of another person and one’s expectations. Unlike other forms of 
calibration within the interpersonal domain, however, there is often no clear external or apriori 
standard by which to judge the actual or absolute trustworthiness of another person. Sometimes, 
people can make absolute comparisons with respect to an external or a priori standard (e.g. of how 
trustworthy people normally behave). Social norms, for example, provide information about 
trustworthy and untrustworthy behaviour and may provide a standard by which to judge the actions of 
others. When clear and absolute trustworthiness standards do not exist, relative standards must be used 
in order to gauge the trustworthiness of those around us. In these cases, a comparison can be made by 
matching one’s prior expectations (and at a broader level, one’s view of this person) with the outcome 
of one’s trust decision.  

In Level 4, when positive apriori expectations have been violated, the victim now undertakes the 
process of assessing or making sense of the violation. Substantive mismatches may activate a 
concerted process that attempts to reconcile the new information into the summary judgment. The 
extent of sensemaking efforts will depend on the discrepancy between the expected and the actual 
outcome, with highly discrepant effects being more likely to invoke change. For example, a negative 
or malevolent violation committed by a person previously seen as trustworthy is simply more 
surprising, and hence more likely to set sensemaking processes into play than is positive and 
supportive behaviour on the part of a previously distrusted person. This difference is indicated by the 
relative sizes of the sensemaking boxes. The extent of calibration that must occur within a given 

                                                      
1 In order to depict both positive and negative calibration processes, the left side of the flow chart shows disconfirmed trust, 
and the right side shows disconfirmed distrust. 
2 Of course, the outcome of a trust decision is not necessarily discrete and transparent, and may or may not be immediately 
known. When it is not known, trust calibration may not occur. 
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situation will also depend on many of the same person-based, situational and contextual factors that 
influence both trust (Adams, Bryant and Webb, 2001) and distrust (Adams and Sartori, 2005). For 
example, qualities of the truster or trustee (such as one’s goals at the time, the importance of these 
goals, etc.) will influence the extent to which discrepancies are attended to, and are likely to evoke 
change in one’s overall summary judgement. External pressure to have properly calibrated trust-
relevant expectations (e.g. when a leader must complete a performance appraisal) will also make one 
more likely to attend to discrepancies and to adjust when discrepancies between one’s expectations 
and actual outcomes occur.  

As indicated in Level 5, the need to assess the violation further typically culminates in attempting to 
ascribe responsibility to the appropriate party (Adams and Sartori, 2005). A key issue here is where 
responsibility for the violation is assigned. If one assigns responsibility to oneself, one may initiate 
changes in how the trustworthiness of others is judged. This may, for instance, result vowing to never 
trust anyone again, or to look for factors within prospective “trustees” that may have influenced one’s 
error. We might remember that we had a bad feeling but did not heed it. Whatever the issue, a person 
can alter him or herself, and no additional calibration occurs with respect to this specific incident or 
with specific reference to the target involved in the violation. When responsibility is assigned to the 
trustee, however, this may entail changes in one’s perceptions of specific qualities or characteristics 
(e.g. a person is seen to be less competent), or in the summary judgement of perceived trustworthiness.  

As indicated in Level 6, when responsibility is assigned to the trustee, a decision about the 
malevolence of the act may be required.3  When responsibility for the mismatch between one’s 
expectations and the actual outcome is assigned, this attribution process can result in either a 
contextualized judgement being made (e.g. this person harmed me, but they had no choice, other 
contextual factors impacted etc.) or in the person being held responsible for the violation. Attributing 
malevolent intention to the violator makes it more likely that responsibility will be assigned at the 
dispositional rather than the situational level. Obviously, dispositional attributions strike closer to the 
core of who the violator is. This argument is consistent with research described in our distrust review, 
in which revenge fantasies depended on the attribution of responsibility, whether the act was seen as 
personal or not, whether one attributed the act to a role violation, or to the system within which the 
violation occurred (Bies and Tripp, 1996).  

As indicated in Level 7, then, when a previously trusted person can be held responsible for a violation 
of trust with malevolent intentionality, the prototypical form of distrust may result. On the other hand, 
when a previously distrusted person acts in an unexpectedly positive way, this is likely to simply 
reduce distrust, but distrust would not typically be overturned. This parallels a common notion in the 
literature that trust is easier to build than to rebuild (e.g. Lewicki and Bunker, 1995). 

Several related factors will also influence trust calibration processes. For example, the effect of a trust 
violation will be influenced by the complexity of the knowledge and belief structure associated with 
the violator. In keeping with the notion of link multiplexity advanced by Lewicki, McAllister and Bies 
(1998), if one’s view of another teammate is determined by a multiplicity of different aspects (e.g. 
integrated knowledge over time), there will be more resistance to change, and the number of layers 
protecting the core summary judgement will be higher. As such, for a violation to reach closer to the 
core (even just beginning to impact on one’s attribution of intentionality), violations committed by this 
person would have to be either very frequent, very influential, or to provide irrefutable evidence of 
malevolent intent. This might occur, for example, with a teammate having been caught in a blatant lie 
which they were shown to have knowingly perpetuated. When the core summary judgement about 
another person as being essentially trustworthy is challenged, this may signal the movement from the 
realm of trust to the realm of distrust. 
                                                      
3 The issue of malevolence is discussed in detail in Adams and Sartori (2005). 
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Another way to understand this process relates to coherence within belief systems (Thagard, 1992). As 
we argued in our first trust review (Adams et al., 2001), trust expectations help to form a small part of 
one’s overall belief system with respect to another person. Our views of other people are likely to 
consist of many different facets, some positive, some negative, but arranged around a core belief about 
who this person really is. Although we may have many diverse expectations about another person, 
summary judgements about trustworthiness bring coherence to an otherwise potentially muddled 
picture and help us to understand how other people are likely to behave in many diverse contexts. 
According to our model of trust in teams, trust judgements are influenced by many different 
components, including a trustee’s perceived competence, benevolence and integrity (Adams and 
Webb, 2003). These beliefs are not isolated, but actively work to both influence and to constrain each 
other. As such, someone who is benevolent is also likely to have integrity, and less likely to have 
malevolent intention.  

Most importantly, these beliefs are also likely to have differential effects on trust calibration processes. 
From a coherence perspective, violations of trust are likely to influence the summary judgement that 
we have of another person, but the basis for the violation (e.g. competence vs. integrity) will also 
influence the speed at which this erosion occurs. By their very nature, violations of integrity are 
typically likely to be more influential on maintaining a coherently positive view of another person 
because integrity is perhaps more freely chosen (and hence, subject to the ascription of intentionality). 
For example, seeing a fellow teammate deliberately represent another person’s idea as his own has the 
potential to create chaos within one’s previously positive and coherent view of this person.4  This kind 
of a violation shows deliberate malice and intent to harm another person. Even a single malevolent act 
against a fellow teammate that is interpreted to be intentional has the potential to alter one’s view from 
having a trusted teammate to having a distrusted teammate. On the other hand, simple task 
competence may not have a great deal of impact on other trust-relevant characteristics, as it may 
require very little sensemaking activity to understand and to be able to dismiss. In such cases, a simple 
adjustment on the same active continuum that drives the summary judgement may be adequate (i.e. 
one’s overall view is still that this person is trusted) and only a minor revision or downgrade of trust is 
necessary. In general, violations of integrity and benevolence are likely to have more impact on 
summary judgements than will competence.  

This suggests that violations that impose more challenges on the coherence of previous belief systems 
will be more influential in initiating trust calibration processes. Summary judgements will only be 
used if the various elements that comprise the summary judgement actually cohere, and are able to 
explain the events that they encounter in the course of actually interacting with this person. When 
one’s beliefs about who another person is are threatened by piecemeal evidence, continuous 
calibration efforts may need to be undertaken in order to sustain one’s dominant expectations. 
However, when these beliefs can no longer be sustained, whole scale calibration may need to occur. 
As noted in our distrust review (Adams and Sartori, 2005), trust calibration is of critical importance in 
thinking about trust and distrust within military teams, and our review argues that trust and distrust 
(and their correlates) have both positive and negative elements. The key, it seems, is properly 
calibrated trust or distrust that changes as the circumstances require. For small military teams, the goal 
is not necessarily to promote trust and to wholly discourage distrust, but to promote flexibility in 
responding to change while specifically discouraging highly entrenched beliefs and behaviours, 
regardless of whether they are positive or negative (Deutsch, 1973). Any proclivity toward either an 
exaggerated or rigid use of trust/distrust has the potential to be problematic within the military context. 
                                                      
4 It is important that coherence not be equated with consistent positivity or negativity. It is possible to have both within a 
summary judgement, but they work together to constrain and explain each other. It is also important to note that coherence is 
not intended as a product of purely cognitive processes. Clearly, affect and emotion will also influence coherence (Thagard, 
1992).   
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This suggests that within military teams, proper trust calibration is a very important issue that needs to 
be understood in more detail.  The preliminary trust calibration model proposed in this paper 
represents a start toward this goal.   
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